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Mes poèmes ne méritent pas de survivre au papier sur
lequel mon libraire les imprime à mes frais, quand par
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Introduction

This thesis treats the concept of essential dimension for an algebraic group, ex-
pecially for finite group schemes. Even though this concept addresses natural
questions in Galois theory that go back at least from Klein it has been first in-
troduced in [BR97] for finite groups and generalized later in [Rei00] to algebraic
groups. Here we describe the basic problem behind the theory, in the hope that
it will clarify the abstract development.

Let k be a fixed field from now on and fix a finite group G. We are interested
in describing the Galois extensions of k with Galois group G.

Fix a Galois extension L/K with Galois group G. If K ′ is a subfield of K
we will say that L/K is defined over K ′ if there is an extension L′/K ′ with
Galois group G such that L = L′K.

L

L′

K

K ′

G

G

A measure of the “complexity” of the extension L/K can be the minimum “size”
of a subfield over which is defined. We will choose as “size” the trascendence
degree over k and we will call such minimum essential dimension of the
extension L/K:

edk(L/K) = min{trdegkK
′ | L/K is defined over K ′} .

Moreover we can define the essential dimension of G as the supremum of
the essential dimension for L/K varying among all Galois extensions of Galois
group G.

This definition has as goal to answer a classical question: how many “param-
eters” are needed to describe a Galois extension of group G. For instance take
G = C2, the cyclic group of order 2. Then it is know from elementary Galois
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theory that all extension of group C2 are quadratic extensions. So L = K(
√
u)

for some u ∈ K and we can take K ′ = k(u), L′ = k(
√
u). Then L′/K ′ is still a

Galois extension of order 2 and L = KL′. Moreover trdegk k(u) ≤ 1. Thus for
every quadratic extensions L/K we have edk(L/K) ≤ 1. On the other hand it
is easy to see that the extension k(

√
t)/k(t), where t is an indeterminate, cannot

come from an algebraic extension. So we have

edk(C2) = 1 .

This is essentially a way to formalize the fact that quadratic extensions “depend
only on one parameter”, namely the element of which we take the square root.
With substantially the same reasoning one could show that if the base field k
contains all the n-th roots of unity we have edk(Cn) = 1 (and in fact every cyclic
Galois extension can then be reduced to the prototipical k( n

√
t)/k(t) where t is

a parameter).
Care should be given to the fact that, while the minimum trascendence

degree is surely well defined, there may not exist in fact a minimal field of
definition for L/K. In fact consider our previous example of k(

√
t)/k(t). Take

as Kn = k(t2n+1) and Ln = k(tn+1/2). Then L/K is surely defined over Kn for
each n but not on their intersection

⋂
nKn = k.

This thesis will not try to follow this direct approach, which proves itself
inconvenient when trying to do computations of essential dimension that aren’t
trivial from the classical Galois theory. In fact a big part of it is devoted on the
development of the main technical tools that we will need in order to study a
more generalized notion of essential dimension, in which a Galois extension is
replaced by a G-torsor, where G is an algebraic group over a field.

It is divided mainly in three chapters. In the first we develop the theory of
Galois descent, a very special case of the faithfully flat descent, which allows to
describe the relations between algebraic objects defined over a field and over its
separable closure.

In the second chapter we will develop the elementary theory of algebraic
groups (here meaning affine group schemes of finite type over a field) concen-
trating on the parts of interest for our aim: action of algebraic groups over
varieties and representations.

In the third the definition of essential dimension for a functor is given. This
is a strong generalization from the example above and it is due to A. Merkurjev,
allowing to define essential dimension not only for Galois extensions but also for
other kinds of objects like projective cubics and quadratic forms. In this chapter
we will prove the main theorems relating essential dimension to a particular
kind of torsors which arise often from faithful representations. In particular
we will develop in detail the relations between essential dimension and versal
torsors. We will also include an original result bounding the essential dimension
of particular groups of multiplicative type, generalizing a result of Ledet in
[Led02].



Notation and conventions

If F is a field we will denote its separable closure by F s and its algebraic closure
by F a. With ΓF we will usually indicate the absolute Galois group of F , that
is the Galois group of F s over F . The letter k will usually denote the ground
field.

When talking of Galois extensions we will usually allow for infinite Galois
extensions, when not explicitly excluded. The action of profinite groups is al-
ways intended as a continous action. In particular Galois cohomology for infinite
extensions is, as usual, defined using continous cochains.

When G is some sort of group acting on an object X we will denote with
XG the fixed points of G.

With an algebraic group over a field k we will intend an affine group scheme
of finite type over k.
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Chapter 1

Descent and cohomology

C×

S1

τ(T ) = 1
T

R×

τ(T ) = T

The two twisted forms of Gm,C with the action of the Galois group defining
them.
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Let R→ S be an extension of rings. Descent theory is about the additional
data required to push some kind of “structure” over S to a structure over R.
Here we will be interested exclusively in descent along Galois extensions (finite
or infinite). In this case the “descent data” will be an appropriate action of the
Galois group on our structure.

For a general reference about Galois theory take [Lan02] chapter VI.
All the proofs here are semplification of a more general paradigm of fpqc

descent. For more about fpqc descent see for instance [Vis07].

1.1 Descent of vector spaces

From now on let L/k be a fixed Galois extension with Galois group Γ. If V is
a vector space over L a semilinear action of Γ is a continous action of Γ on V
by group homomorphism such that

γ(λv) = γ(λ)γ(v)

for each γ ∈ Γ, λ ∈ L, v ∈ V . Vector spaces over L with semilinear Γ-actions
form a category with arrows Γ-equivariant linear maps.

If V is a vector space with a semilinear Galois action we will denote by
V Γ := {v ∈ V | γv = v ∀γ ∈ Γ} the set of fixed points of Γ. It is a k-subspace
of V .

Now let W be a vector space over k. Then W ⊗k L is a vector space over L.
Moreover it has a natural semilinear Γ-action given by

γ(w ⊗ λ) = w ⊗ γ(λ) .

Our task in this section is to prove that all semilinear actions arise in this way.
In fact we will prove the following theorem

Theorem 1.1. Let L/k be a Galois extension of Galois group Γ. There is an
equivalence of categories between vector spaces over k and vector spaces over L
with a semilinear action of Γ realized by the following functors:

V 7→ V Γ, W 7→W ⊗k L

The proof of the theorem passes through the following technical lemmas.

Lemma 1.2. Let L/k be a finite Galois extension and let V be a vector space
over L. Then the map V ⊗k L →

⊕
γ∈Γ V · eγ (where the right hand side is

simply the direct sum of a family of copies of V indexed by Γ and the eγ are
simply to remind the labeling of the addend) given by

v ⊗ λ→
∑
γ∈Γ

γ(λ)v · eγ

is an isomorphism of vector spaces over L. In particular we have
∑
i vi ⊗ λi =∑

j wj ⊗ µj if and only if ∑
i

γλivi =
∑
j

γµjwj
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for each γ ∈ Γ.

Proof. First we note that if the thesis is true for a family {Vi}i∈I it is true for
their direct sum. So it is sufficient to prove it in the case V = L. In that case
by the primitive element theorem (see [Lan02], theorem V.4.6) we have that
L = k(u), that is L = k[t]/(f(t)). But, since the extension is Galois, we have
that

f(t) =
∏
γ∈Γ

(t− γu) .

So, by Chinese remainder theorem,

L⊗k L = L⊗k k[t]/(f(t)) = L[t]/(f(t)) = L[t]/
∏
γ∈Γ

(t− γu) =
⊕
γ∈Γ

L[t]/(t− γu) .

And this is exactly the isomorphism described in the lemma.

Lemma 1.3. Let
∑
i vi ⊗ λi ∈ V ⊗k L. Suppose that∑

i

γ(vi)⊗ λi =
∑
i

vi ⊗ λi

for each γ ∈ Γ. Then
∑
i vi ⊗ λi ∈ V Γ ⊗ L.

Proof. In fact V Γ is the kernel of the map

V →
⊕
γ∈Γ

V · eγ v 7→
∑
γ∈Γ

(v − γv) · eγ .

So by the flatness of L over k we have that V Γ ⊗k L is the kernel of the map

v ⊗ λ 7→
∑
γ∈Γ

(v − γv)⊗ λ · eγ .

But this is exactly the thesis.

The key step in the proof of the theorem is the following proposition.

Proposition 1.4 (Speiser). Let L/k a Galois extension of Galois group Γ. Let
V a vector space over L with a semilinear action of Γ. Then the natural map

V Γ ⊗k L→ V v ⊗ λ 7→ λv

is an L-linear isomorphism.

Proof. First note that we may reduce to the case in which L/k is finite. In
fact suppose that the thesis is true for every finite extension. Now take an
element

∑
i vi ⊗ λi in the kernel. But the λi are in a finite number, so they are

contained in a finite Galois extension E/k. Let Γ′ the Galois group of E/k and
Γ′′ the Galois group of L/E. But then

∑
i vi ⊗ λi are in the kernel of the map

V Γ ⊗k E = (V Γ′′)Γ′ ⊗k E → V Γ′′ .
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So by the result on the finite extension E/k we have that
∑
i vi ⊗ λi = 0. In a

similar way if we take v ∈ V its stabilizer is an open subgroup of Γ since the
action is continous and so we can find a finite Galois extension E/k such that
v ∈ V Γ′′ where Γ′′ is the Galois group of L/E. But then v is in the image of
the map V Γ ⊗k E → V Γ′′ .

Now we need to do the case of finite extensions. All we need to show is that
the map is injective and surjective.

Injectivity
Suppose that

∑
i vi ⊗ λi is an element in the kernel, that is such

∑
i λivi = 0.

Then applying γ ∈ Γ we have that∑
i

γ(λi)vi = 0

for each γ ∈ Γ. But then the image of
∑
i vi ⊗ λi in V ⊗k L is 0 under the

isomorphism of the lemma 1.2. So it is in the kernel of the map V Γ ⊗k L →
V ⊗k L. But this map is injective since it is a change of basis of an injective
map. That is ∑

i

vi ⊗ λi = 0

in V Γ ⊗k L.
Surjectivity

Take v ∈ V . Now because of the isomorphism of lemma 1.2 we may find∑
i vi ⊗ λi ∈ V ⊗k L such that∑

i

γ(λi)vi = γ(v)

for each γ ∈ Γ. We want to show that
∑
i vi ⊗ λi is in V Γ ⊗ L. In light of the

criterion of lemma 1.3 we need to show that∑
i

γvi ⊗ λi =
∑
i

vi ⊗ λi

for each γ ∈ Γ. But, using equality test in lemma 1.2 all we need to show is
that ∑

i

(δλi)(γvi) =
∑
i

(δλi)vi

for each γ, δ ∈ Γ. Now for the definition of vi, λi the right end side is just δv,
while collecting a γ on the left hand side we get that it is γγ−1δv = δv. So the
thesis is proved.

All we need to complete the proof of the theorem is to prove that the natural
inclusion W → (W ⊗k L)Γ is an isomorphism. But now this is easy, in fact it is
sufficient to check if it is an isomorphism after tensoring with L. But now this
is

W ⊗k L→ (W ⊗k L)Γ ⊗k L = W ⊗k L
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thanks to the previous proposition.
It is really important that descent preserves tensor products, i.e. that if

V,W are vector spaces over L with a semilinear Γ-action

(V ⊗LW )Γ = V Γ ⊗k WΓ

wher V ⊗LW has the natural action given by γ(v ⊗w) = γv ⊗ γw. To see this
observe that a standard reasoning with the universal property of tensor product
guarantees that

(V Γ ⊗k L)⊗L (WΓ ⊗k L) = (V Γ ⊗k WΓ)⊗k L .

Taking (−)Γ of both sides and recalling the descent theorem 1.1 allows us to
conclude.

Remark 1.5. This is particularly important since most algebraic stucture of
interest are determined by maps between tensor products. This allows us to
extend our descent theorem to other algebraic categories. For instance below we
work out explicitely the case of algebras.1 Note that all equational requirements
(like associativity) are preserved by descent.

Theorem 1.6. Let L/k a Galois extension of Galois group Γ. The functors
B → B ⊗k L and A → AΓ determine an equivalence of categories between
algebras over k and algebras over L with a semilinear Γ-action by algebra auto-
morphism.

Proof. If B is an algebra over k it is clear that B⊗k L is an algebra over L and
the natural action γ(x⊗λ) = x⊗γ(λ) is through algebra automorphisms. Then
all we need to prove is that if A is an algebra over L with a semilinear action
by algebra automorphisms then AΓ inherits a structure of algebra over k. But
a structure of algebra over L on a vector space A is given by two maps

µ : A⊗L A→ A η : L→ A

that corresponds to µ(a⊗b) = ab, η(1) = 1. The condition that Γ acts by algebra
automorphisms consists exactly in requiring that these maps are Γ-equivariant.
So they descend to maps

µΓ : (A⊗L A)Γ = AΓ ⊗k AΓ → AΓ ηΓ : LΓ = k → AΓ .

These maps satisfy all commutative diagrams required by the algebra axioms
since µ and η satisfy them and descent is an equivalence of categories. Then
thet give a natural algebra structure on AΓ. Then descent theory guarantees
that these two functors give an equivalence of categories.

The same theorem, with essentially the same proof, holds in many other
situations. In particular we will use it freely in the case of Hopf algebras.

1For algebra over k we intend a commutative algebra with unity over k, that is a commu-
tative ring with unity A together with a ring homomorphism k → A.
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1.2 Galois cohomology

Now we are interested to classify all the forms over k that may come out from
a given form over L. In some sense we already did it: these corresponds to the
semilinear Γ-actions. However it may be given a more explicit classification. To
do so we will need Galois cohomology. In the following we will give a minimal
introduction, for a more comprehensive treatment see [Mil08] chapter II.

Let G a finite group. A G-module is a module over the ring Z[G], that is
an abelian group M with a left action of G by group automorphisms. Then we
can define the i-th cohomology group of G with coefficients in M as

Hi(G,M) := ExtiZ(Z[G],M)

where Z has the trivial G-action. That is it is the i-th derived functor of
HomZ[G](Z,M) = MG. From general abstract nonsense we have that if

0→M ′ →M →M ′′ → 0

is an exact sequence of G-modules, we have a long exact sequence

0→M ′G →MG →M ′′G → H1(G,M ′)→ · · ·

· · · → Hi(G,M ′)→ Hi(G,M)→ Hi(G,M ′′)→ Hi+1(G,M ′)→ · · · .

We can give a more explicit formula for the cohomology groups by using a
particular projective resolution of Z as a Z[G]-module.

Consider

· · · δn−→ Z[Gn]
δn−1−−−→ · · · δ0−→ Z[G]

ε−→ Z→ 0

where δn is defined over the basis elements as

δn(g0, . . . , gn) =g0(g1, . . . , gn)−
n−1∑
j=0

(−1)j(g0, . . . , gjgj+1, . . . , gn)

+ (−1)n(g0, . . . , gn−1)

and where ε : Z[G] → Z is the canonical augmentation map (i.e. ε(g) = 1 for
each g ∈ G).

It is a routine check to see that this is an exact sequence and that in fact

Z[Gn] = Z[G]⊕n

as a Z[G]-module. So it is a projective resolution and we can write

Hi(G,M) = Hi(HomZ[G](Z[G•],M)) .

We are in fact interested in the H1(G,M). Observe that

HomZ[G](Z[G],M) = M
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as a Z[G]-module, with the map f 7→ f(1). In the same way

HomZ[G](Z[G2],M) = Hom(Set)(G,M)

with the map f 7→ f(·, 1). Under this identification it is trivial to observe that
the 1-cocycles are

{f : G→M | f(gh) = f(g) + gf(h) ∀g, h ∈ G}

and that the 1-coboundaries are the maps g 7→ gm−m for some m ∈M .
Define a G-group as a group H with an action of G by group automorphism.

In analogy with what we have seen we can define the first cohomology group2

with coefficients in H as the set of cocycles

Z(G,H) = {f : G→ H | f(gh) = f(g)gf(h) ∀g, h ∈ G}

modulo the following equivalence relation:

f ∼ f ′ ⇔ ∃x ∈ H f(g) = x−1f ′(g)gx ∀g ∈ G .

In general H1(G,H) has not the structure of a group but just the structure of
a pointed set (pointed by the class of the constant map f(g) = e). However if

1→ H ′ → H → H ′′ → 1

is an exact sequence of G-groups there is always a short exact sequence of
pointed sets

1→ H ′G → HG → H ′′G → H1(G,H ′)→ H1(G,H)→ H1(G,H ′′) .

1.3 Twisted forms of algebraic structures

Let V be a vector space over a field k. An algebraic structure on V is a family
of linear homomorphisms {Φi : V ⊗ki → V ⊗hi}i∈I . The type of the algebraic
structure is the triple (I, {ki}i∈I , {hi}i∈I). Fixed a type there is an obvious
category of algebraic structure of the given type, where an arrow (V, {Φi}) →
(W, {Ψi}) is a linear map f : V →W such that for each i ∈ I f⊗hiΦi = Ψif

⊗ki .
As in remark 1.5 if L/k is a Galois extension of Galois group Γ to give an

algebraic structure over k is the same thing to give an algebraic structure over
L with a semilinear Γ-action that commutes with all maps Φi. If (V, {Φi}) is
an algebraic structure we will denote with (VL, {(Φi)L}) the structure obtained
by tensoring with L.

Let V be an algebraic structure over k and fix a Galois extension L/k of
Galois group Γ. Another algebraic structure W over k is said to be a twisted
form of V split over L if VL ∼= WL as algebraic structures over L (that is
discarding the Γ-action). The main result of this section is that twisted forms
may be classified by an opportune cohomology group.

2In general it is not possible to define the higher cohomology group if the coefficient group
is not abelian
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Theorem 1.7. Let (V, {Φi}) be an algebraic structure. Fix a Galois and let
Aut(VL) be the automorphism group of VL. This has a natural Γ action by
conjugation. Then the isomorphism classes of twisted forms of (V, {Φi}i∈I)
split by L are in a natural bijection with

H1(Γ,Aut(VL)) .

Proof. Let (W, {Ψi}i∈I) be a twisted form of (V, {Φi}i∈I) split over L. This
means that there is an isomorphism f : V ⊗ L ∼= W ⊗ L such that

f⊗hi(Φi)L = (Ψi)Lf
⊗ki

for each i ∈ I. Then we can define f̂ : Γ→ Aut(VL) as

f̂(γ) = f−1γfγ−1 .

With a trivial computation it can be verified that f̂ is a cocycle and that the
cohomology class of f̂ does not depend on the choice of f . So we have a well
defined map from the set of isomorphism classes of twisted forms of V and
H1(Γ,Aut(VL)).

To prove injectivity take two twisted forms W1,W2 and choose isomorphisms
f1, f2. Suppose that

[f̂1] = [f̂2]

Then we have that there exists g ∈ Aut(VL) such that

f̂1(γ) = g−1f̂2(γ)γgγ−1 ⇒ f−1
1 γf1γ

−1 = g−1f−1
2 γf2γ

−1γgγ−1 .

Rearranging terms this means that

f2gf
−1
1 γ = γf2gf

−1
1 .

So f2gf
−1
1 is a Γ-invariant isomorphism between W1 ⊗ L and W2 ⊗ L. So it

descends to an isomorphism between W1 and W2.
Now we will prove surjectivity. Let φ : Γ→ Aut(VL) be a cocycle and define

a twisted action of Γ on VL by

γ ∗ v = φ(γ)γ(v)

Observe that this new action commutes with (Φi)L for each i (since φ has values
in Aut(VL)). So if we take W as the fixed space of this new action ΦL descends
to an algebraic structure Ψ on W of the same type as Φ. It is clear that this
is a twisted form of V . Moreover, by lemma 1.1 VL = WL, and if we take as
isomorphism the identity we have that

1̂(γ) = 1−1γ ∗ 1γ−1 = φ(γ)γγ−1 = ϕ(γ) .

So the map is surjective too and the proof is completed.
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Corollary 1.8 (Hilbert’s theorem 90). Let L be a field. Then

H1(L,GLn) = 0 .

Proof. In fact we have seen that it classify the twisted forms of n-dimensional
vector spaces. But there are only one isomorphism type of n-dimensional vector
spaces over L, from which the thesis.

1.4 An easy example

Consider the following algebraic structure over R. As a vector space take A =
R[x±1], equipped with the following maps:

µ : A⊗R A→ A xi ⊗ xj 7→ xi+j

η : R→ A λ 7→ λ

∆ : A→ A⊗R A xi 7→ xi ⊗ xi

ε : A→ R xi 7→ 1

S : A→ A xi 7→ x−i

This is, as we will see, the Hopf algebra associated to the group scheme Gm.
Our goal is to classify all twisted forms split over C. First we need to compute
Aut(AC). It is clear that an automorphism f : AC → AC is determined by the
image of x. Now we impose that f⊗2∆ = ∆f , that is

f(x)⊗ f(x) = ∆f(x) .

Now if we write f(x) =
∑
n∈Z fnx

n with almost every fn = 0 the previous
equation becomes ∑

n,m∈Z
fnfmx

n ⊗ xm =
∑
k∈Z

fkx
k ⊗ xk .

It is clear that the only possibility is f(x) = xn for n ∈ Z. Among these,
the only invertible are the identity and the map determined by τ(x) = x−1. A
simple check assures us that these are in fact both automorphism of the algebraic
structure. On the other hand the Galois group Γ of C/R is cyclic of order two,
generated by the conjuge that we will indicate with σ. Now note that σ and τ
commutes so the action of Γ on Aut(AL) is trivial. So the twisted forms split
over C are classified by

H1(Γ, (Aut)(AL)) = Hom(Γ,Aut(AL)) .

This is a set of two elements. One is trivial and corresponds to A. The
other is the one that sends σ in τ . So B is composed by the polyonmials
p =

∑
n∈Z pnx

n ∈ C[x±1] such that∑
n∈Z

pnx
n =

∑
n∈Z

p̄nx
−n .
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It is a simple check that these polynomials are exactly polinomials in

u =
1

2
(x+ x−1), v =

i

2
(x− x−1)

And that the ring B is isomorphic to the ring

R[u, v]/(u2 + v2 − 1)

the other maps are given by

∆(u) = u⊗ u− v ⊗ v, ∆(v) = u⊗ v + v ⊗ u

ε(u) = 1, ε(v) = 0

S(u) = u, S(v) = −v

We will see that this is the Hopf algebra corresponding to the algebraic group
over R given by S1.
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In this chapter we will develop a little bit of the theory of algebraic groups
over a field. We will concentrate on the properties of actions of algebraic groups
on varieties. Most of the material here presented come from the standard ref-
erences [Wat79] and [DG70].

2.1 Group schemes

Fix a base scheme S. A group scheme over S is a group object in the category
of schemes over S. That is a scheme X over S with a lifting of its functor of
points to the category of groups. This is equivalent to the existence of three
maps

µ : X ×S X → X

i : X → X

e : S → X

for which the following diagrams commute

X ×S X ×S X X ×S X

X ×S X X

µ× 1X

1X × µ µ

µ

X ×S X X X ×S X

S

X

e
µ µ

〈i, 1X〉 〈1X , i〉

Associativity Inverses

X = X ×S S X ×S X S ×S X = X

X

1X × e e× 1X

µ

Identity element

The group scheme is said to be abelian if the functor of points has values on
the subcategory of abelian groups. This is equivalent to ask that µσ = µ where
σ : X ×S X → X ×S X is the natural map that exchanges the two factors.

Note that the structure of group scheme is preserved by base change. That
is if T → S is a scheme morphism and G is group scheme over S then G×ST has
a natural structure of group scheme over T . This is because for every T -scheme
U we have

(G×S T )(U) = G(U)

when seen as a S-scheme. So if G has a natural lifting to the category of groups,
so has G×S T .
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Remark 2.1. The structure of group scheme is completely determined by the
multiplication map µ. In fact a map µ : X×SX → X lifts the functor of points of
X to a functor from S-schemes to magmas. But such a functor has at most one
only lifting to the category of groups (essentially because if the magma structure
on a set determines a group it does so uniquely). So by Yoneda’s lemma the
multiplication map determines the inverse and neutral element, provided they
exist.

Example 2.2. For every abstract group G we can define the corresponding
group scheme taking as a base scheme∐

g∈G
S

and definining the group operation as the map

µ :
∐
g∈G

S ×S
∐
h∈G

S =
∐

(g,h)∈G2

S ×S S →
∐
k∈G

S

where µ sends to S ×S S corresponding to the pair (g, h) to S corresponding to
gh with the obvious isomorphism.

Remark 2.3. The functor that sends every abstract group G to the correspond-
ing constant group scheme over S is the right adjoint of the “forgetful” functor
that sends every group scheme over S to the group of its S-points. In fact a
group homomorphism G → H with G constant is the same thing that choos-
ing an S point f(g) for every g ∈ G such that the multiplication map sends
(f(g), f(h)) in f(gh).

Example 2.4. An elliptic curve over a field k (i.e. a complete curve of genus 1
over k with a distinguished point) is in a natural way a group scheme in which
the distinguished point is the identity. More generally every abelian variety is a
group scheme.

Now let k be a field. An algebraic group over k is a affine of finite type
group scheme over k. As usual for affine schemes we will use interchangeably
their functor of points and the restriction to the category of affine schemes.
To the study of algebraic groups it is very important to note that affine group
schemes over a field have an interpretation as an Hopf algebra over k.

An Hopf algebra A over a field k is an algebra with three additional maps
of algebras ∆ : A ⊗k A → A, ε : A → k, S : A → A which satisfy the dual
axioms respect to the those highlighted above:

(∆⊗ 1A)∆ = (1A ⊗∆)∆

(1A ⊗ ε)∆ = (ε⊗ 1A)∆ = 1A

〈S, 1A〉∆ = ε = 〈1A, S〉∆
It is clear from dualizing the definitions that a structure of Hopf algebra on

a commutative algebra A is the same thing as a structure of group scheme on
SpecA.
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Example 2.5. If G is an abstract commutative group the group algebra k[G]
has a natural structure of Hopf algebra with comultiplication given by ∆g = g⊗g
for each g ∈ G.

Example 2.6. The affine line A1 has a natural structure of group scheme, with
multiplication k[T ]→ k[T ]⊗k k[T ] given by T 7→ T⊗1+1⊗T . This corresponds
to the additive group in the sense that the functor of points evaluated at every
k-algebra S is exactly the additive group of S. It will be denoted by Ga.

Example 2.7. Let V be a finite dimensional vector space. Then the functor

GLV (S) = GLS(V ⊗k S)

that associates to every k-algebra S the group of S-linear automorphisms of
V ⊗k S is representable by a scheme, and so is a group scheme. In fact suppose
that e1, . . . , en is a basis of V . Then every f ∈ GL(V ⊗k S) is determined by

f(ei) =

n∑
i=1

λijej .

So giving a S-linear automorphism is the same thing to give a matrix (λij)i,j
with determinant in S×. So GLV is represented by the localization of k[aij ] at
det(aij). We will denote GLkn with GLn.

In particular Gm = GL1 is a group scheme.

Example 2.8. If G is a finite commutative group, its associated constant group
scheme (which we will denote with G as well) is affine and may be checked easily
from the definition that its Hopf algebra is k⊕G with comultiplication

∆ : k⊕G → k⊕G ⊗k k⊕G = k⊕G
2

(λg)g∈G 7→ (λgh)(g,h)∈G2 .

The category of finite étale group schemes over a field has a particularly
simple description.

Theorem 2.9. Let k be a field. Taking the group of ks points gives an equiva-
lence of categories between finite étale group schemes over k and finite abstract
groups with a continous action of Γk (the absolute Galois group of k).

Proof. We need to describe a functor from finite groups with an action of Γk
to finite étale group schemes. Let G be a such group and consider the constant
group scheme over ks corresponding to G. This is the spectrum of an Hopf
algebra A over ks. But the action of Γk on G yields an action of Γk on A that
preserves the Hopf algebra structure. Then taking the fixed points AΓk gives an
Hopf algebra over k. The corresponding group scheme is étale since constant
group schemes are étale and étaleness may be checked on the algebraic closure.
The descent theorem 1.1 ensures us that the two operation are inverse to each
other.
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A homomorphism of group schemes is an homomorphism of schemes over
S such that respect the group structure. This may be taken both as to satisfy
the obvious commutative diagrams or, somewhat more simply, to come from a
natural transformation between the functors of points that has group homomor-
phisms as components.

A closed subgroup of a group scheme G is a closed subscheme H of G such
that µ|H×kH , ι|H , e factor through H. Alternatively it is a closed subscheme
such that H(R) ⊆ G(R) is a subgroup for every k-algebra R. If f : G → H is
an homomorphism of group schemes it is well defined the kernel of f as the
pullback G ×H Spec k of the neutral element e ∈ H(k). It is clearly a closed
subgroup (it is a closed subscheme since it is the base change of the closed
subscheme e and its functor of points is trivially a subgroup for each R).

2.2 Representations of group schemes

Let G be a group scheme over a field k. By a representation of G we mean a
group scheme homomorphism from G to GLV for some vector space V over k.
This amounts to the same thing as giving for all k-algebras R a R-linear action
of the group G(R) to V ⊗k R satisfying the obvious compatibility relations.

In the case we are most interested, that of affine group schemes over k, there
is an Hopf-algebraic interpretation. Let A be an Hopf algebra over k and V a k-
vector space. Then a A-comodule structure on V is the datum of a morphism
ρ : V → A⊗k V such that the following diagrams commute

V A⊗k V V A⊗k V

A⊗k V A⊗k A⊗k V k ⊗k V

ρ

ρ 1⊗ ρ
∆⊗ 1

ρ

ε⊗ 1

Example 2.10. kn has a natural structure of O(GLn) = k[aij , (detA)−1]-
comodule. In fact when e1, . . . , en is the canonical basis we can describe the
comultiplication as

ei 7→
n∑
j=1

aij ⊗ ej .

In the same way if V is a vector space over k we can give V a natural structure
of O(GLV )-comodule.

If A→ B is an Hopf algebra homomorphism we can give every A-comodule
V the structure of B comodule, by composing V → A⊗k V → B⊗k V . So every
representation of rank n of an affine group scheme G gives to kn the structure
of O(G)-comodule.

Proposition 2.11. The functor that sends every G-representation to the cor-
responding O(G)-comodule is an equivalence of categories.
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Proof. It is clear that it is fully faithful (i.e. a linear map f : V → W is G-
equivariant if and only if it respects the comodule structure. All we need to
prove is that it is essentially surjective. Take a O(G)-comodule V . We want
to construct a map of functors G → GLV . In fact take S a k-algebra and
g ∈ G(S). This is the same thing of a ring homomorphism O(G) → S. Then
we may construct ρf ∈ GLV (S) = GL(V ⊗k S) as the map

V ⊗k S
ρ⊗1−−→ O(G)⊗k V ⊗k S

g⊗1⊗1−−−−→ S ⊗k V ⊗k S → V ⊗k S

where the last arrow is the map λ⊗ v ⊗ µ 7→ v ⊗ (λµ). It is easy to check that
ρf−1 = ρ−1

f and thus f ∈ GLV (S).

If V is an A-comodule a subcomodule of V is a vector subspace W ⊆ V
such that the map W → A ⊗k V factors through A ⊗k W . Subcomodules for
O(G) correspond to subrepresentations of G.

Theorem 2.12. Let V be a representation of an affine group scheme G over
k. Then for every finite subset {v1, . . . , vn} ⊆ V there is a finite-dimensional
subrepresentation W ⊆ V such that vi ∈W for all i.

Proof. Let {ai}i∈I be a basis of O(G) and let ρ : V → O(G) ⊗k V be the
comodule map. Then we may write

ρ(vi) =
∑
j

ai ⊗ vij .

With all but a finite number of vij equal to 0. If we put

∆(ai) =
∑
i,j,k

rijkaj ⊗ ak

then by (1⊗ ρ)ρ = (∆⊗ 1)ρ we get∑
i

ai ⊗ ρ(vij) =
∑
i,l,k

rilkal ⊗ ak ⊗ vij .

Then, comparing the coefficients of al we get that

ρ(vlj) =
∑
ik

rilkak ⊗ vij .

So the subspace of V spanned by the vi and the vij is a finite-dimensional
subcomodule containing v.

We can rephrase the previous theorem saying that every G-representation is
the direct limit of its finite-dimensional subrepresentations.
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2.3 Properties of algebraic groups over a field

In this section we will investigate some more geometric properties of algebraic
groups. Our main result will be the theorem of Cartier, that algebraic groups
over a field of characteristic 0 are reduced.

Theorem 2.13 (Cartier). Every Hopf algebra of finite type over a field k of
characteristic 0 is reduced.

Proof. Since A is noetherian the space I/I2 is a finite vector space over k. Let
x1, . . . , xn be one basis over k. Consider the k-linear map pi : A→ k sending 1
and I2 to 0 and xj to δij and define the maps di : A→ A as

di = (1⊗ pi)∆

that is di(a) =
∑
j pi(bj)aj if ∆a =

∑
j aj ⊗ bj . Then these are derivations such

that εdi(xj) = δij . In fact if xj =
∑
l al ⊗ bl

εdi(xj) =
∑
l

pi(bl)ε(al) = pi

(∑
l

ε(al)bl

)
= pi(xj) = δij .

We claim that monomials of degree n in the xi are a basis for In/In+1.
In fact they clearly generate and all we need is to show that they are linearly
indipendent. But if (r1, . . . , rl) is a multiindex of total degree n we have that

εdr11 · · · drnn
sends xr11 · · ·xrnn to r1! · · · rn! 6= 0 and the other monomials of degree n to 0. So
by a standard reasoning they are linearly indipendent.

Now suppose that y ∈ A is nilpotent. We want to show that y ∈
⋂
n≥0 I

n.
If this is true then y = 0 by Krull intersection theorem. So suppose that
y ∈ Im but y 6∈ Im+1. Then we may write y = y0 + y1 where y0 is a nonzero
homogeneous polynomial of degree m in the xi and y1 ∈ Im+1. But then if
ye = 0 we have that ye1 ∈ I(m+1)e. But this is absurd because ye1 is a nonzero
homogeneous polynomial in the xi of degree me.

Remark 2.14. If the field k is of characteristic p > 0 there are in fact nonre-
duced algebraic groups. For instance µp = Spec k[x]/(xp− 1), the group scheme
of p-th roots of unit is not reduced, as (x− 1)p = xp − 1 = 0.

Theorem 2.15. Let G be a group scheme of finite type over a field k and let
e ∈ G(k) be its neutral element. Suppose that OG,e ⊗k k̄ is reduced. Then G is
smooth over k.

Proof. Since smoothness is invariant by base extension we may suppose that k
be algebraically closed. Since reducedness may be checked on closed points to
check if G is reduced all we need is to check if OG,g is reduced for all g ∈ G(k).
But µg = µ(g,−) is a scheme automorphism of G which brings e to g, so OG,g
is reduced if and only if OG,e is. Thus G is reduced. By the generic smoothness
theorem then it is smooth on a dense open set U . But then the set {µg(U)}g∈G(k)

is a covering of G by smooth opens. Thus G is smooth.



28 CHAPTER 2. ALGEBRAIC GROUPS

2.4 Action of group schemes and quotients

Let G a group scheme over S and X an S-scheme. Then a right action of G
on X is a scheme morphism X ×S G→ X such that, for every S-scheme T , the
map

X(T )×G(T )→ X(T )

is a right action. We can define similarly left actions. When we will talk about
an action, without specifying whether left or right, we will always mean a right
action. If G is an affine algebraic group over a field k and X is an affine scheme
over a field the action axioms amounts to asking that the map

O(X)→ O(X)⊗k O(G)

is a ring homomorphism giving a comodule structure to O(X).
If G is a group scheme over S acting on X with the map ρ : X ×S G → X

we will call the isotropy group the group scheme GX over X that makes the
following square cartesian

GX X ×S G

X X ×S X
∆X/S

pr1 × ρ

The important property is that for every point x ∈ X(T ) the fiber x∗GX is
exactly the group scheme stabilizer of x, that is

(x∗GX)(T ′) = {g ∈ G(T ′) | xg = x}

for every T -scheme T ′. We will denote the stabilizer x∗G as Gx. It is a group
scheme over T . An action is said to be free if the isotropy group scheme is
trivial, i.e. for every S-scheme T the action of G(T ) on X(T ) is free. The
following is an useful criterion for freeness.

Proposition 2.16. Let G an algebraic group over a field k and X a scheme of
finite type over k with a G-action.

• If the characteristic of k is 0 the action is free if and only if the action of
G(ka) on X(ka) is free.

• If the characteristic of k is positive the action is free if and only if the
action of G(ka) on X(ka) is free and for every closed point x ∈ X the Lie
algebra of Gx is trivial.

Proof. See [DG70], corollaries III.2.5 and III.2.8.

If G is a group scheme over S acting on X we want to define the quotient
X/G. This is an S-scheme with a map π : X → X/G which is the coequalizer of
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the two maps X ×S G→ X given by the first projection and the action. That
is for every S-scheme Y with a map f : X → Y such that fpr1 = fρ there is
exactly one map f̃ : X/G→ Y such that f = f̃π.

X/G

X ×S G X

Y

pr1

ρ

π

f

∃!f̃

The problem of the existence of quotients in general is difficult. It is often
necessary to enlarge the category of geometric objects1 used in order to get a
meaningful quotient. Moreover the categorical quotient in general is not at all
well-behaved (for instance to be a quotient map is not a property local on the
base). For our applications it will be enough to use the existence of a generic
quotient, that is a quotient map U → U/G where U is a dense G-stable open
subscheme of X such that it is also a G-torsor (see section 2.6). From the fact
that this notion is indeed local on the base it is clear that there exists a maximal
G-stable open subscheme U for which such a quotient map exists. The problem
is in fact to find conditions for which that open is dense.

Theorem 2.17. Let G and algebraic group over k and X be a scheme of finite
type over k. Suppose that G acts freely on the right on X and that the projection
map

X ×k G→ X

is flat and of finite type. Then there exists a maximal dense open G-invariant
subscheme U ⊆ X and a quotient map π : U → U/G such that π is a G-torsor
(and in particular is onto, open and of finite type).

Proof. See [SGA3], Exposé V théorème 8.1.

In a particular case we will be able to show that the generic quotient is in
fact a quotient

Theorem 2.18. Let G be an affine algebraic group over k and let H be a closed
subgroup acting by right multiplication. Then there exists a scheme G/H and a
quotient map G→ G/H.

Proof. All we need to prove is that the maximal open U of the previous theorem
is all G. But the left multiplication by elements of G are transitive H-equivariant
morphism and so the maximal open set must be stable by it. But the only
nonempty open subset of G invariant by left multiplication is G.

Remark 2.19. If H is a normal subgroup G/H has a natural structure of group
scheme. It is true that it is an algebraic group over k but to prove this we would
need to use a completely different construction of the quotient. For a reference,
see [Wat79], chapter 16.

1E.g. to algebraic spaces or stacks
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2.5 Groups of multiplicative type

Let G be an affine group scheme over k. An element b of its Hopf algebra O(G)
is said to be group-like if ∆b = b⊗ b. This terminology is justified by the fact
that if Γ is a commutative group the elements of Γ are group-like for the natural
Hopf algebra structure on k[Γ]. Note that if g1, g2 are group-like elements so is
g1g2 and S(g1) = g−1

1 . In fact

g1 = (ε⊗ 1)∆g1 = ε(g1)g1

that is ε(g1) = 1. Moreover

1 = µ(1⊗ S)∆g = gS(g) .

So the group-like elements of A are a subgroup of the group of units A×. This is
called the character group of G. It corresponds to the group of group schemes
homomorphism G→ Gm.

An abelian group scheme G is said to be diagonalizable if the group-like
elements spans the group algebra over k. We will see that this is equivalent to
being a subgroup of some Grm.

Lemma 2.20. Every subgroup of a diagonalizable algebraic group over k is
diagonalizable.

Proof. In fact if A→ A/I is the corresponding Hopf algebra surjection, if A is
spanned by group-like elements then so is A/I.

Proposition 2.21. Let A be an Hopf algebra. Then the nonzero group-like
elements are linearly indipendent.

Proof. Take g1, . . . , gn be a maximal set of linearly indipendent group-like el-
ements and take g to be a nonzero group like element. Then there is a linear
dependence relation

g =
∑
i

λigi .

But then applying ∆ we got

g ⊗ g =
∑
i

λigi ⊗ gi .

But

g ⊗ g =

(∑
i

λigi

)
⊗

∑
j

λjgj

 =
∑
i,j

λiλjgi ⊗ gj .

Since {gi ⊗ gj}i,j are linearly indipendent we got that λiλj = 0 for all i 6= 0.
Since g is nonzero there exists i such that λi 6= 0. But then λj = 0 for all j 6= i.
Then we have g = λigi. Finally λ2

i = λi, that is λi = 1. So g1, . . . , gn are the
only group like elements of A.



2.5. GROUPS OF MULTIPLICATIVE TYPE 31

So if G is a diagonalizable group scheme its Hopf algebra O(G) has a basis
made by group-like elements. Then

O(G) = k[Λ]

where Λ is the commutative group of its group-like elements.
In fact from this we can give a fairly explicit description of all diagonalizable

algebraic groups over k.

Theorem 2.22. Let G be a diagonalizable group scheme of finite type over k.
Then G is isomorphic to a product of copies of Gm and µn for n ∈ N.

Proof. In fact if G is of finite type over k, we have that O(G) = k[Λ] is finitely
generated as a k-algebra, that is that Γ is a finitely generated abelian group.
But then from the structure theorem for finitely generated abelian groups we
have

Λ = Zr ⊕ Z/d1 ⊕ · · · ⊕ Z/dn .

and so
k[Λ] = k[Z]⊗r ⊗ k[Z/d1]⊗ · · · ⊗ k[Z/dn] .

That is
G = Grm × µd1 · · · × µdn .

The following important proposition explains a little the name “diagonaliz-
able”: the diagonalizable groups are exactly those for which the representations
are simultaneously diagonalizable.

Proposition 2.23. An abelian algebraic group G is diagonalizable if and only if
every representation splits as a direct sum of one-dimensional representations.

Proof. Suppose first that every representation splits. Then consider the regular
representation O(G) that has the comodule structure given by the comultipli-
cation map

∆ : O(G)→ O(G)⊗k O(G) .

Then, thanks to the hypotesis, there is a basis g1, . . . , gn such that ∆(gi) =
xi ⊗ gi. We see from the coassociativity that xi are group-like elements. All we
need to prove is that they span O(G). But in fact, since (1⊗ ε)∆ = 1 we get

ε(gi)xi = gi .

And so the gi are contained in the span of the xi. But the gi are a basis for
O(G) and so we have concluded.

Conversely suppose now G is diagonalizable and let g1, . . . , gn be a basis of
O(G) consisting of group-like elements. Take now V an O(G)-comodule and let
{vi}i be a basis. Then

ρ(vi) =

n∑
j=1

gj ⊗ wij .
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But, using the comodule identities (∆ ⊗ 1)ρ = (1 ⊗ ρ)ρ) we get that ρ(wij) =
gj ⊗ wij . Moreover, since (ε⊗ 1)ρ = 1 we get that

vi =

n∑
j=1

ε(gj)wij =

n∑
j=1

wij .

So the wij span all V . But then we can extract a basis {wj}j from the wij and
in this basis the group act in fact diagonally.

More generally we will consider twisted forms of diagonalizable group schemes.
That is we will consider algebraic groups G such that Gks is diagonalizable. This
are called groups of multiplicative type. The Galois group Γk acts naturally
on the character group of Gks , thus giving it the structure of a Galois module,
called character module of G. We will denote it by ΛG

It is clear that every group homomorphism G → H among groups of mul-
tiplicative type gives rise to a Galois module homomorphism ΛH → ΛG (it is
nothing more that the restriction to group-like elements of the map induced on
Hopf algebras O(Hks) → O(Gks)) and that this correspondence is functorial.
A very important fact is that this is in fact an antiequivalence of categories.

Theorem 2.24. The functor that sends each group of multiplicative type G to
its character module ΛG is an antiequivalence of categories.

Proof. In fact we can describe the weak inverse for this functor. Take a Γk-
module Λ. Its group algebra k̄[Λ] is an Hopf algebra over k̄ and the natural
action of Γk respects this structure, so k̄[Λ]Γk is an Hopf algebra over k. Then
our functor is the one which sends

Λ 7→ GΛ = Spec k̄[Λ]Γk .

It is readily verified that this is a quasi-inverse for the functor G 7→ ΛG.

A group of multiplicative type is called an algebraic torus if its character
module is free as a Z-module or, that is the same thing, if it is a twisted form
of some Grm. The rank of a torus is the rank of its character group. A torus is
called split if it is in fact of the form Grm and semisplit if its character module
is a permutation module (that is there is a basis of its character module which
is permuted by the Galois group).

2.6 Torsors

This section is somewhat more advanced than the rest of the chapter. It will
relay a lot on the notion of fppf cover and fppf cohomology. A good reference
for them is [Mil80], expecially section III.4 which contains most of the material
we will need.

Let G be a group scheme over S. A G-torsor is a sort of principal bundle.
One good way to think about is like a collection of sets with a freely transitive
action of G parametrized by some sort of space.
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We will say that a G-torsor over S is a fppf sheaf P over S with a right action
of G (that is a morphism of sheaves P ×S G → P that pointwise determines a
group action) that is locally trivial. That is there exists a fppf cover U → S such
that P |U ∼= G|U in a such way that the action becomes the right multiplication
one.

If G is a group scheme over S and X is a S-scheme a G-torsor over X is the
same thing that a (G×S X)-torsor

Example 2.25. If G is a finite costant group over a field k then every G-torsor
is an étale k-algebra A such that its Galois group is G. In fact every étale cover
of k is a (direct sum of) finite separable extension of k and so for every G-torsor
P is trivial over ks. Then a straightforward application of descent theory gives
us the required result.

Theorem 2.26. Let G be an affine group scheme over a ring R. Then for every
R-scheme S every G-torsor over S is representable (i.e. is the functor of points
of a S-scheme.

Proof. See [Mil80] theorem III.4.3.

Theorem 2.27. Let G be an affine group scheme over a field k. For every field
extension K/k the isomorphism classes of G-torsors over K are classified by
H1
fppf (K,G). In particular if G is reduced (and thus smooth) such torsors are

classified by the Galois cohomology H1(K,G).

Proof. See [Mil80] corollary III.4.7.

Corollary 2.28. Every GLn-torsor over k is trivial.

Proof. It follows easily from the previous theorem and Hilbert’s theorem 90.

Let G be an algebraic group. If we take a fppf sheaf F over S with a G-
action and a G-torsor T over S we may define the twist of F by T as the sheaf
quotient

T ×G F = (T × F )/G

where the G action is given by (t, f)g = (tg, g−1f) for g ∈ G(U), t ∈ T (U), f ∈
F (U). This is still a fppf sheaf over S, but unfortunately it is not true that if
F is representable then T ×G F is representable too.

We note that if T is the trivial torsor every section s ∈ T (S) yields a natural
isomorphism of T ×G F with F , given by

F (U)→ (T ×G F )(U) f 7→ [s|U , f ] .

So if T is a general torsor there is a fppf cover U → S such that (T ×G F )|U ∼=
F |U .

If G → H is an algebraic group extension, then G acts on H by left multi-
plication. If T → k is a G-torsor then TH = T ×G H has a natural structure of
H-torsor. In fact the right action of H on H by multiplication gives an action
on TH and this is locally trivial since T is.
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If G → H is an algebraic group extension and F is a fppf sheaf on S with
an H action then for every G-torsor T on S we have

T ×G F = (T ×G H)×H F

as can be easily checked since they are the sheavifications of isomorphic presheaves.
This produces the following very useful lemma.

Lemma 2.29. Let K/k be a field extension and G is an algebraic group over
k acting linearly on Ank . If T → K is a G-torsor then the twist of AnK by T is
isomorphic to AnK .

Proof. Note that the fact that G acts linearly can be seen as the fact that the
G-action factors through the defining action of GLn on AnK . So if T is a G-torsor
over K

T ×G AnK = (T ×G GLn)×GLn AnK = GLn ×GLn AnK = AnK .

With a similar (but simpler) reasoning we see that if the action of G on F
is trivial T ×G F = F .

2.7 Examples

In this section we will show that torsors over a field k for some particular
group schemes corresponds to genuinely interesting objects. Thus we will show
that the study of the number of parameters necessary to describe a torsor is a
generalization of several natural questions.

Let G be a finite group. A finite étale k-algebra A with an action of G
is said to be Galois if dimA = #G and AG = k. For instance every Galois
extension of Galois group G is a Galois algebra. We claim that G-torsors over
k are exactly Galois k-algebras of Galois group G.

Proposition 2.30. Let A a finite k-algebra with an action of G. Then A is
Galois if and only if A⊗k ka is isomorphic to O(Gka) =

⊕
g∈G k

a · eg with the
action given by g(eh) = egh

Proof. First suppose that A ⊗k ka ∼= O(Gks). Then A is étale, since it is
certainly geometrically reduced, and dimA = #G. Now if we take a basis of
AG over k, they remains linearly indipendent over ka since it is just a matter
of determinants. Thus

dimk A
G ≤ dimka(A⊗k ka)G = dimka k

a = 1 .

But k · 1 ⊆ AG and so AG = k and A is Galois.
Now suppose that A is Galois over k. Then a trivial check shows that A⊗kka

is Galois over ka. So it is enough to show the thesis if k is algebraically closed.
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Since A is étale, then it is a direct product of #G copies of k.2 So G acts by
permutations on the factors. But AG = k, so no factor is left fixed. Then the
action of G on the factors is free and so is transitive for cardinality reasons. But
then the factors are isomorphic to G as a G-set. Thus

A =
⊕
g∈G

k · eg .

Corollary 2.31. Let G be a finite constant group over k. A scheme with a
T → Spec k with a right G-action is a G-torsor if and only if it is the spectrum
of a Galois algebra of Galois group G.

For example spectra of Galois extensions are G-torsors.

Proof. It is merely a restatement of proposition 2.30.

Let µn be the group scheme of n-th roots of unit. We want to describe the
µn torsors over a field k.

Let T → Spec k be a µn-torsor. Then it is affine, let A = O(T ). Now, since
µn is smooth, the torsor is étale-locally trivial, which means that A ⊗k ks is
isomorphic to O(µn) = ks[T ]/(Tn − 1) as a µn-module. That is the map

ks[S]/(Sn − 1)→ ks[S]/(Sn − 1)⊗k ks[T ]/(Tn − 1) S 7→ S ⊗ T

is Γk-equivariant. Remember that the action of Γk on O(µn) leaves T fixed.
For each σ ∈ Γk let σS = pσ(S). Then the Γk-equivariance translate into the
equality

pσ(S)⊗ T = pσ(S ⊗ T ) .

Substituting pσ(S) =
∑p−1
i=0 ai,σS

i into the equality is easy to see that the
previous equality implies

pσ(S) = aσS

for some aσ ∈ ks. Moreover pσpτ = pστ and p1(S) = S imply that σ 7→ aσ is
a cocyle for the first cohomology group of ks×. But Hilbert’s theorem 90 says
that we may find ξ ∈ ks× such that aσ = ξ/(σξ). This translate into

σ(ξS) = ξS .

Moreover Sn = 1, so ξn ∈ k×. Then it is easy to see that

(ks[S]/(Sn − 1))
Γ
k = k[ξS]/((ξS)n − ξn) .

We have proved

2In fact a finite algebra is an artinian ring, so it is a product of artinian local ring. But a
reduced artinian local ring is a field, since the only prime is 0.
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Theorem 2.32. Let k be a field. A µn-torsor is of the form

k → k[S]/(Sn − a)

for some a ∈ k×, with the action S 7→ S ⊗ T .

Corollary 2.33. Let k be a field of characteristic p. Then the reduced µpn-
torsors are exactly the principal completely inseparable field extensions of k of
rank pn.

Proof. It is sufficient to note that the torsor k → k[S]/(Sp
n − a) is reduced if

and only if a is not a p-th power.

2.8 Weil restriction

Let R be a ring and R′ be an R-algebra. Then for each R′ scheme X we can
form a functor from the category of R-algebras to sets called Weil restriction
of X defined by

RR′/RX(S) = X(S ⊗R R′)

for each R-algebra S. We want to investigate conditions on which this functor
is representable by an R-scheme.

Remark 2.34. It is clear that if X is a group scheme the structure of group
scheme gives a lifting of RR′/RX to the category of groups. Thus if the Weil
restriction is representable then it is in a natural way a group scheme.

Theorem 2.35. Let R be a ring and R′ an R-algebra which is free and finite as
a R-module. For each affine scheme X = SpecA′ over R′ the Weil restriction
RR′/R(X) is represented by an affine R-scheme.

Proof. At first suppose that A′ is of the form A′ = R′[T ] where T is a set
(of arbitrary cardinality) of indeterminates. Fix a basis B = {b1, . . . , bn} of R′

over R. Then we claim that A = R[T × B] is such that SpecA is the Weil
restriction of X. In fact for each R-algebra S we have

HomR′(A
′, S ⊗R R′) = HomR′(R

′[T ], SB) = (SB)T = SB×T

HomR(A,S) = HomR(R[T ×B], S) = ST ×B .

To treat the general case we can write A′ as R′[T ]/I where T is a set of
indeterminates and I an ideal. Consider the natural map of R-algebras

ψ : R′[T ]→ R[T ×B]

which sends each element of the basis of R′ in the corresponding indeterminate.
Then take J the ideal generated by the image of I. Then an easy control shows
that

A = R[T ×B]/J

describes the Weil restriction of A′.
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Remark 2.36. For a more comprehensive treatment of Weil restriction and
a more general form of the previous theorem we advise the reader to look at
[BLR90], paragraph 7.6.

Proposition 2.37. If L is a Galois algebra over k with Galois group Γ then
RL/k(Gm) is exactly the torus having for character module Λ = Z[Γ]. In par-
ticular every semisplit torus can be written in this form.

Proof. In fact for every k-algebra S

RL/k(Gm)(S) = Gm(S ⊗k L) = (S ⊗k L)×

Homk((L[Λ])Γ, S) = HomΓ(L[Λ], S ⊗k L) = (S ⊗k L)×

In fact L[Λ] = L[x±1
γ | γ ∈ Γ] and so the Γ-equivariant homomorphism from

L[Λ] are determined by the image of xe, where e ∈ Γ is the neutral element.
Moreover the image of xe is forced to be an invertible element of S ⊗k L and
can be anyone of them.

This characterization is important because it allows us to prove that every
semiplit torus has trivial Galois cohomology, a fact that will be important later.

Lemma 2.38. Let G be a semisplit torus over k. Then for each field extension
K/k we have

H1(K,G) = 0 .

Proof. Since the base change of a semisplit torus is still a semisplit torus we
may suppose k = K. Then note that, if G = RL/k(Gm) with L étale algebra of
dimension n

H1(k,RL/k(Gm)) = H1(Γk, (L⊗ k̄)×) = H1(Γk, (k̄
×)⊕n) = H1(Γk, k̄

×)⊗n .

But by Hilbert’s Theorem 90 we have H1(Γk, k̄
×) = 0, which is the thesis.
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In this chapter finally we will describe essential dimension and prove theo-
rems about it. We will show that the essential dimension of a group is correlated
with the action of the group on varieties and in particular with representations.
Most of the content of the chapter come from [BF03], even if part are original
work.

The idea of essential dimension has been introduced first by Buhler and Re-
ichstein in [BR97] for finite groups and has been generalized to algebraic groups
in [Rei00]. The next generalization is due to Merkurijev in an unpublished pa-
per referenced in [BF03] and it is that definition we are going to use. In this
generality essential dimension is an invariant associated to set valued functors
from the field extensions of a base field k. Examples of applications of this
generality can be seen in [BF04] and [RV11].

3.1 Essential dimension of functors

Fix a base field k. We will consider functors from the category of field extensions
of k to sets. Let F be such an object. For convenience if a ∈ F (K) where K is
an extension if K → L is a morphism of field we will denote with aL the image
of a in F (L).

Example 3.1. Let Etn be the functor such that Etn(K) are the isomorphism
classes of étale K-algebras of dimension n and such that on arrows K → L
sends an étale K-algebra A to its tensor product with L.

Example 3.2. Let Quadn be the functor such that Quadn(K) are isomorphism
classes of (V, q) where V is a K-vector space of dimension n And q is a non-
degenerate quadratic form on V . As before an arrow K → L send (V, q) to
(V ⊗K L, q ⊗ 1).

Now take a ∈ F (K) where K/k is a field extension. For a subextension
k ⊆ L ⊆ K we say that a is defined over L if there exists a b ∈ F (L) such
that bK = a. Then the essential dimension of a is the minimum of trdegk L
where L is a subextension of K/k where a is defined. In a similar way we define
the essential dimension of F as the supremum of all essential dimension of
its elements

edk F = sup{edk a | a ∈ F (K), K/k extension } .

As the example in the introduction shows, we must pay attention to the
fact that if certainly the minimum trascendence degree of a field of definition
certainly exists thanks to the well-ordering of the natural numbers, there may
not be a minimal field of definition. In fact for instance the quadratic form
q(x, y) = tx2 + y2 defined over k(t) is isomorphic to the forms

qn(x, y) = t3
n

x2 + y2

that are defined on the descreasing sequence of fields k(t3
n

) but not on their
intersection (which is k).
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Example 3.3. Fix a positive integer n and let S be the functor such that

S(K) =

{
∅ if trdegkK < n

{0} if trdegkK ≥ n

with the obvious arrows. Then edk S = n. So there are functor with essential
dimension arbitrarily large and even infinite (letting n be ∞).

Proposition 3.4. Let K/k be a field extension and let F be a functor from k-
field extensions to sets. If we denote by F |K its restriction to the full subcategory
of extensions of K

edk F ≥ edK F |K .

So in order to provide lower bounds for essential dimension we may safely en-
large the base field.

Proof. Trivial since enlarging the base field means taking the supremum on a
smaller set.

Proposition 3.5. Let k be a field and F,G be functors from the extension of k
to sets. Then

edk(F qG) = max(edk F, edkG)

edk(F ×G) ≤ edk F + edkG .

Proof. The first equality is a restatement of the definitions, since

edk(F qG) = sup{edk a | a ∈ F (L) or a ∈ G(L)} = max(edk F, edkG) .

For the second equality take (a, b) ∈ (F ×G)(L) = F (L)×G(L). Then we have
that a is defined on a subextension L′ of trascendence degree at most edk F and
b is defined on a subextension L′′ of trascendence degree at most edkG. Then
(a, b) is defined on L′L′′, that has trascendence degree at most edk F+edkG.

The following theorem will be our main way to give bounds on the essential
dimension.

Proposition 3.6. Let φ : F → G be a map of functors such that for every
extension K/k the map φK : F (K)→ G(K) is surjective. Then edkG ≤ edk F .

Proof. We need to prove that for each a ∈ G(K) edk a ≤ edk F . Take b ∈ F (K)
such that φK(b) = a. Then since edk b ≤ edk F we have that there exists a
subextension L and a b′ ∈ F (L) such that b′K = b. Then φ(b′) is an element of
G(L) such that

φ(b′)K = φ(b′K) = φ(b) = a .

Then edk a ≤ trdegk L ≤ edk F .

For representable functors the computation of essential dimension is partic-
ularly easy
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Proposition 3.7. Let X be a scheme of finite type over k. Then edkX =
dimX, where X is identified with its functor of points.

Proof. Every point p ∈ X(K) has a least field of definition k(p). Then edk p =
trdegk k(p) and so

edkX = sup
p∈X

trdegk k(p) = dimX .

3.2 Essential dimension of algebraic groups

Let G be an algebraic group. We are interested in the functor G − Tors, that
associated to K/k the isomorphism classes of G-torsors over K, that is the
functorH1(−, G). Many functors of interest are of this form, thanks to the result
of theorem 1.7. Its essential dimension will be called essential dimension of
G and simply denoted edk(G).

Example 3.8. Since an étale algebra of dimension n is simply a twisted form of
(ks)⊕n there is an isomorphism of functors Etn = H1(−, Sn). So the essential
dimension of the functor of étale algebras of dimension n is edk Sn.

Example 3.9. Since all nondegenerate quadratic form are isomorphic over an
algebraically closed field the previously cited result allow us to state that the
functor Quadn of nondegenerate quadratic forms is isomorphic to H1(−, On)
where On is the group scheme of matrices A such that tAA = 1n.

The group µn

Consider µn, the group scheme of n-th roots of unity. Then we have a short
exact sequence of algebraic groups

1→ µn → Gm → Gm → 1

where the map Gm → Gm amounts to raising to the n-th power. Taking K-
rational points it yields the Kummer long exact sequence

1→ µn(K)→ K× → K× → H1(K,µn)→ H1(K,Gm) = 1

where the last equality comes from Hilbert’s theorem 90. Then this shows that

H1(K,µn) = K×/(K×)n .

From this we can prove that edk(µn) = 1. In fact a class [a] ∈ H1(K,µn) =
K×/(K×)n is surely defined on k(a) which has at most trascendence degree 1
over k. So edk(µn) ≤ 1. Now take t and indeterminate and consider K = k(t),
[t] ∈ H1(K,µn). Suppose that edk[t] = 0, then [t] is defined over an algebraic
subextension. But the only algebraic subextension of k in k(t) is k itself, so
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there exists a ∈ k× such that [t] = [a], that is t/a ∈ (K×)n. But then there
exists coprime polynomials p, q ∈ k[t], q 6= 0 such that

t

a
=

(
p

q

)n
⇒ tqn = apn .

But this is clearly absurd since the left hand side has degree congruent to 1 mod
n and the right hand side has degree divisible by n. Then edk[t] = 1 and so
edk µn = 1.

Note that, thanks to our previous description of the µn-torsors, we have
proved for example that, if the base field has characteristic p, the functor F
such that F (K) are the purely inseparable extensions of K of degree pr have
essential dimension 1. This could obiouvsly proved in a more direct fashion but
it is interesting how it can be inserted in this more general framework.

The group Z/p
Now suppose that the base field k is of characteristic p consider the constant
group Z/p. Then we may reason as in the previous case, applying Artin-Schreier
exact sequence

0→ Z/p→ Ga
P−→ Ga → 0

where the last map is given by = xp−x. Then we have the long exact sequence
in cohomology

0→ Z/p→ K → K → H1(K,Z/p)→ H1(K,Ga) = 0

where the last equality comes from the normal basis theorem (that essentially
asserts that the additive group (K,+) is a ΓK permutation module and so has
trivial cohomology). Then

H1(K,Z/p) = K/P(K) .

Reasoning exactly like the previous case we get that edk(Z/p) = 1. The
analogue Artin-Schreier exact sequence for truncated Witt vectors allows us to
assert

edk(Z/pn) ≤ n .
Unfortunately not much more is known, although it is conjectured that the
equality always holds.

The circle group

Now focus on the case of the circle group S1. This is the group scheme of Hopf
algebra

k[X,Y ]/(X2 + Y 2 − 1)

and comultiplication

∆X = X ⊗X − Y ⊗ Y ∆Y = X ⊗ Y + Y ⊗X .
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As we have already seen this is a twisted form of Gm. In order to present a
clearer treatment we will generalize to a wider class of groups.

Let L be an étale k-algebra. Then we may define G1
m,L as a group scheme

over k such that

1→ G1
m,L → RL/k(Gm,L)

NmL−−−→ Gm → 1

where the last map is the norm map that sends each element ofRL/k(Gm,L)(A) =
(A⊗k L)× in the determinant over k of the multiplication map. The case of S1

is exactly the case with L = k[t]/(t2 + 1). We are aiming to the following result

Proposition 3.10. Let L/k be an étale algebra of dimension n ≥ 1. Then
edk G1

m,L is equal to 0 if L is product of separable extension of k of pairwise
coprime degree.

Remembering that the semisplit torus RL/k(Gm) is acyclic then we have a
long exact sequence

1→ G1
m,L(K)→ (L⊗k K)× → K× → H1(K,G1

m,L)→ 1 .

So as usual

H1(K,G1
m,L = K×/NmL((L⊗k K)×) .

and edk G1
m,L) ≤ 1. In fact with some more careful reasoning we may prove that

edk G1
m,L = 0 if and only if L is a product of finite separable field extensions

of k of pairwise coprime degree. In particular edk(S1) = 1 if and only if the
characteristic of k is not 2 and −1 is not a square in k.

3.3 Versal torsors

In order to do more refined calculations we need a different characterization of
essential dimension, as the dimension of a minimal “space of parameters” which
describes the G-torsors. This will not be a moduli space (although the notions
are surely correlated) because instead of asking for an universal property we
will not insist on the unicity requirement. So, following [AD07], these object
are called “versal” (like universal but without the uniqueness).

Let G be an algebraic group over a field. A weakly versal torsor for G is
a G-torsor P → X such that for every field extension K/k and every G-torsor
Q→ SpecK there is a cartesian diagram

Q P

SpecK X

G G
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That is the natural map of functors X → H1(−, G) that sends ever p ∈ X(K)
to the class [p∗P ] is surjective. But then using proposition 3.6 we get that

edkG ≤ dimX .

A G-torsor P → X is said to be versal if for every open subscheme U ⊆ X the
restriction P |U is weakly versal.

If T → S is a G-torsor a compression of T → S is another G-torsor T ′ → S′

with rational dominant G-equivariant maps T 99K T ′, S 99K S′ such that the
following diagram commutes

T T ′

S S′

G G

Note that such a diagram, if it exists, is necessarily cartesian since the category
of torsors over a base scheme is a groupoid.

The compression of a torsor is in some sense a simplification. The first thing
we see is that the operation of compression doesn’t alter the versality of a torsor.

Proposition 3.11. Every compression of a versal torsor is versal.

Proof. Let T → S be a versal torsor and T ′ → S′ be a compression. Fix a
G-torsor P → SpecK and an open subset U ′ ⊆ S′. Then we must find a point
p ∈ U ′(K) such that p∗(T ′|U ′) = P . Now be U the preimage of U via the map
S → S′. This is not empty because the preimage of a nonempty open via a
rational dominant map is nonempty Since the torsor T → S is versal we may
find a point q ∈ U(K) such that q∗T = P . But then choosing p as the image of
q in S′ we have the thesis.

Theorem 3.12. Let G be an algebraic group over k and let P → X be a versal
torsor with X integral. Then the essential dimension of G is equal to the least
dimension of X ′ where P ′ → X ′ is a compression of P → X.

Proof. Since the compression of a versal torsor is versal we have that edkG ≤
dimX ′ for each compression P ′ → X ′. So we need to prove the other inequality,
i.e. to find a compression P ′ → X ′ such that dimX ′ = edkX. Let K = K(X)
be the function field of X and let PK → SpecK be the generic fibre. This is a G-
torsor over K so we may find a subfield L ⊆ K of trascendence degree edkG over
which PK is defined. Let P ′L → SpecL be a torsor such that P ′L ×L K = PK .
We claim that there exists a torsor P ′ → X ′ for which P ′L → SpecL is the
generic fibre. First note that we may suppose P and X to be affine (take an
open dense affine subscheme U ⊆ X and take the restriction of P to U).

Now let A = O(X), B = O(T ), B̃ = O(T̃ ) and B̃′ = O(T̃ ′). The G-action
on T and T ′ amounts to two map of rings

B → B ⊗k O(G), B̃′ → B̃′ ⊗k O(G)
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that give to B and B̃′ the structure of O(G)-comodule. Moreover the fact that
they are G-torsor requires that the two induced maps

B ⊗A B → B ⊗k O(G), B̃′ ⊗L B̃′ → B̃′ ⊗k O(G)

are isomorphism. Now, let L = k(α1, . . . , αn). Without loss of generality we
may suppose that αi ∈ A. Then we put A′ = k[α1, . . . , αn].

Consider B̃′ = L[T1, . . . , Tm]/(fi)i. Then B̃′ ⊗K L = K[T1, . . . , Tm]/(fi)i.
But B̃′⊗KL = B⊗AK = O(T ′) and so, up to localizing at an opportune d ∈ A′,
we may suppose that fi ∈ A′[T1, . . . , Tm] and that B = A[T1, . . . , Tm]/(fi)i.
Now the comodule structure on B̃′ is determined by the images of the Ti, that
is

Ti →
∑
l

hil ⊗ gil hil ∈ L[T1, . . . , Tm]/(fi)i gil ∈ O(G) .

Then up to localize further we may suppose that even hil ∈ A′[T1, . . . , Tm]. Now
we put

B′ = A′[T1, . . . , Tm]/(fi)i .

This has a natural structure of comodule inherited by B̃′ and so, up to an even
further localization to assure the existence of the isomorphisms, we get that
A′ → B′ determine a compression of T on SpecA′, exept maybe for the flatness
of the map A′ → B′. But the generic freeness lemma allows us to get it to the
price of localizing again, which does not disrupt the previous properties. So
we have found a compression of T with base dimension dimA′ = trdegk L =
edkG.

Lemma 3.13. Let G be a finite étale group scheme over k such that edkG = 1.
Then G is isomorphic to a closed subgroup of PGL2.

Proof. Take a faithful representation V of G. Then V → V/G is a versal torsor.
Since edkG = 1 we can find a compression T → S with dimS = 1. But then
dimT = dimS + dimG = dimS = 1 and T is unirational since there is a
rational dominant map V → T . By Luroth’s theorem every unirational variety
is rational so T is birational to P1. So G is a closed subgroup of the group of
birational automorphism of P1, which is exactly PGL2.

3.4 Essential dimension and representations

Let X be a scheme of finite type over a field k and suppose that G is an algebraic
group acting generically freely onX. We will call an openG-invariant subscheme
of X that satisfies the thesis of the theorem 2.17 a friendly open subscheme of
X.

Proposition 3.14. Let G an algebraic group over k that acts linearly and gener-
ically freely on Ank . Suppose that U ⊆ Ank is a friendly open subscheme (whose
existence is guaranteed by the theorem). Then U → U/G is a versal G-torsor.
In particular

edkG+ dimG ≤ n .
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Proof. Let T → SpecK be a G-torsor. Our goal is to find a point p ∈ U/G(K)
such that p∗U = T . Now consider AnK as a G-space and twist the action by T
getting Y = T ×G AnK . But every twist of AnK by a linear action is isomorphic
to AnK so the rational points are dense, so we can pick y ∈ T ×G U(K), which
is an open subscheme of T ×G AnK . Now T ×G U/G = U/G since the action of
G on U/G is trivial. So we may take as p the image of y in U/G(K). Now it
is easy to construct a simple ΓK-equivariant isomorphism between p∗U and T
over Ks, that descends to an isomorphism over K.

Lemma 3.15. Let G be a finite étale group scheme and let V be a faithful
G-representation. Then the action of G on V is generically free.

Proof. Consider the action of G(ks) on V ⊗k ks. For every g ∈ G(ks) its set
(V ⊗k ks)g of the fixed points of g is a proper subvariety of V ⊗k ks (precisely
a proper vector subspace), and since G(ks) is a finite group the set

S =
⋃

g∈G(ks)

(V ⊗k ks)g

is a proper subvariety of V ⊗k ks. Moreover is clearly stable for the action of the
Galois group Γk, so by descent theory it came out from a closed subscheme C
of V . On V rC the action of G is free, by the criterion of proposition 2.16.

Recently Merkuriev and Karpenko have proved that this bound is sharp for
p-groups if the ground field contains the p-th roots of unity.

Theorem 3.16 (Merkurjev-Karpenko). Let G be a p-group and k a field of
characteristic different from p containing a primitive p-th root of unity. Then
edk(G) coincides with the least dimension of a faithful representation of G over
k.

Proof. See [KM08].

Theorem 3.17. Let G be a closed subgroup of GLn such that the natural map
G→ PGLn is still injective. Then

dimG+ edkG ≤ n− 1

Proof. In fact we may find a friendly open of Pn U and a friendly open V in
the preimage of U in An. Then U → U/G is a compression of V → V/G and so
it is still a versal torsor. Then edkG ≤ dimV/G, which is the thesis.

3.5 Essential dimension and subgroups

Now we begin to investigate the way essential dimension behave with respect
to the operation of passing at subgroups.
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Theorem 3.18. Let G be an algebraic group over k and let H be a closed
subgroup of G. Then

edkH + dimH ≤ edkG+ dimG .

Proof. Take a generically free G representation V and pick a friendly open
subscheme U for the action of G. Note that U is also H-stable, since H is a
subgroup of G.

Then there exists U → U/G and pick a compression X → X/G with
dimX/G = edkG. But then H acts on X freely (since G does so) and so
we may pick a friendly open subscheme W ⊆ X such that W → V/H exists.
But then W →W/H is versal, since the action of Ank is, and so

edkH ≤ dimW/H = dimW − dimH = dimX − dimH =

= dimX/G+ dimG− dimH = edkG+ dimG− dimH

which is exactly the thesis.

Proposition 3.19. Let G an algebraic group over a field k and let H a closed
subgroup such that for each field extension K/k the map

H1(K,H)→ H1(K,G)

is trivial. Then G→ G/H is a weakly versal H-torsor and in particular

edkH + dimH ≤ dimG .

Proof. Since G → G/H is clearly an H-torsor all we have to show is that for
each H-torsor P → SpecK there is x ∈ G/H(K) such that x∗G = P . But since
the map H1(K,H) → H1(K,G) is trivial we have that P ×H G is the trivial
G-torsor. So it has a section SpecK → P ×H G and a projection P ×H G→ G
in such way that the following diagram commutes.

P P ×H G = GK G

SpecK Spec k

So if we call x : SpecK → G/H the composition we have that x∗G ∼= P and
the theorem is proved.

3.6 More essential dimension computations

In this section we will give more refined computations of essential dimension.
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The symmetric group Sn

Lemma 3.20. If G = C2 × · · · × C2 is the product of n copies of the cyclic
group of order two we have

edk(G) = n .

Proof. It is trivial from

H1(K,C2 × · · · × C2) = K×/(K×)2 × · · · ×K×/(K×)2 .

Theorem 3.21. Let Sn be the symmetric group on n elements. Then, if n ≥ 5⌊n
2

⌋
≤ edk Sn ≤ n− 3 .

Proof. Consider the subgroupH of Sn generated by the transpositions (12), (34), (56), . . . .

This is a subgroup of Sn isomorphic to (C2)b
n
2−1c. Then edk Sn is greater or

equal to that of H. This proves the lower bound.

For the upper bound consider the permutation representation of Sn on V =
Ank . This is clearly faithful, so it is generically free. So

edk(Sn) = edk(k(x1, . . . , xn)/k(x1, . . . , xn)Sn) .

We need to find a subfield of k(x1, . . . , xn) that is Sn stable and on which the
action of Sn is faithful. We may take the subfield generated by the biratios

[xi, xj , xl, xm] =
(xi − xl)(xj − xm)

(xj − xl)(xi − xm)
.

This is clearly Sn-stable. Moreover if n ≥ 5 for every nontrivial σ ∈ Sn there is
i such that σ(i) 6= i. So we may find a biratios containing i and non containing
σ(i). Then that biratio cannot be fixed by σ and the action is faithful.

All we need to prove is that the trascendence degree of the biratios is less or
equal to n−3. But this is easy, since the field is generated by the n−3 elements
{[x1, x2, x3, xi] | 4 ≤ i ≤ n} thanks to the well known symmetry property of the
biratios and the identity

[xixjxlxm][xixsxmxl] = [xixjxlxs] .

So the thesis is proved.

If n = 3, 4 all we can hope to prove is edk Sn ≤ n − 2, and this is done by
considering the representation of the subspace of V given by x1 + · · ·+ xn = 0.
So k(x1, . . . , xn−1) is still versal. Then we may take k(x1/xn−1, . . . , xn−2/xn−1)
and this gives the bound required.
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So we have the following values

edk S2 = 1
edk S3 = 1
edk S4 = 2
edk S5 = 2
edk S6 = 3

3 ≤ edk S7 ≤ 4

Recently Duncan has proved that if k has characteristic 0 we have edk S7 = 4
(see [Dun09]).

Cyclic and dihedral groups

Lemma 3.22. Let n be an integer and k a field such that n is coprime with
the characteristic of k. Let ζ ∈ ks be a primitive n-th root of unity and set
α = ζ + ζ−1. Suppose α ∈ k. Then the subgroup of GL2(k) generated by the
matrices

S =

(
α 1
−1 0

)
, T =

(
0 1
1 0

)
is isomorphic to the dihedral group Dn = 〈r, s | rn = s2 = rsrs = 1〉. Moreover
if n is odd the map Dn → PGL2(k) is injective.

Proof. It is clear that T 2 = 1 and a direct computation shows that that STST =
1. Computing the characteristic polynomial of S we see that it is

pS(λ) = λ(λ− α) + 1 = (λ− ζ)(λ− ζ−1) .

Since all eigenvalues are distinct and of exact order n the matrix S is diagonal-
izable of exact order n.

Now suppose that n is odd. Since T 6= 1 in PGL2(k) it still has order 2.
All we need to show is that S has exact order n (since the only quotient of Dn

which is injective on the copy of Z/n and on a reflection is the identity). But
suppose that Sd = λ for some d < n. Then ζd = λ and ζ−d = λ, since they are
the eigenvalues of S. But then ζ2d = 1 and so n | 2d. But n is odd so n | d and
the thesis is proved.

Theorem 3.23. Let n be an integer and k a field of characteristic not diving
n which contains ζ + ζ−1 for ζ a primitive n-th root of unity. Then

1 ≤ edk Z/n ≤ edkDn ≤ 2 .

Moreover if n is odd
edk Z/n = edkDn = 1 .

Proof. The previous lemma easily implies the upper bounds, together with the
fact that Z/n < Dn. We need to show that edk Z/n ≥ 1. But then Z/n becomes
isomorphic to µn on k(ζ) and so

edk Z/n ≥ edk(ζ) Z/n = edk(ζ) µn = 1 .
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Corollary 3.24. For every field k we have edk(Z/3) = edk(D3) = 1.

Proof. If k is of characteristic 3 we already knew the result from the Artin-
Schreier exact sequence. Suppose now that k has characteristic coprime with 3.
Then if ζ is a primitive root of unity we have ζ + ζ−1 = 1 ∈ k and so we may
apply the previous theorem.

3.7 Groups of multiplicative type

In this section I want to present an original result about the essential dimension
of groups of multiplicative type. As we have seen if the base field has not enough
roots of unity the computation of essential dimension of finite constant group is
significantly harder. In [Led02] Ledet has proved that the essential dimension
of a twisted form of µpr for a prime p is less or equal to ϕ(p − 1)pr−1. So, in
particular, if k has not characteristic p

edk Z/pr ≤ ϕ(p− 1)pr−1 .

Here we generalize his methods to get a bound on the essential dimension of
twisted forms of µnpr .

Our bound will be a direct consequence of lemma 3.19 and lemma 2.38.

Theorem 3.25. Let G a group of multiplicative type over k with character
module Λ. Consider the natural suriective map

ε : ZΛ → Λ

which sends eλ to λ for each λ ∈ Λ. Then if M ⊆ ZΛ is a Γ-submodule such
that ε(M) = Λ then

edkG ≤ rkM

Proof. If we denote by T, T ′ the algebraic tori associated with the modules
M,ZX we have that there is a monomorphism of algebraic groups G→ T which
factors through T ′. Then the map

H1(K,G)→ H1(K,T )

factors through H1(K,T ′) = 0 and so is the null map. Then, by proposition
3.19

edk(G) ≤ dimT = rkM .

Thanks to the previous theorem we may reduce bounds on the essential
dimension of groups of multiplicative type to the existence of certain subrepre-
sentation of their character module.

Let Γ be a profinite group and M a Γ-module. Then a pure subrepresen-
tation of M is a Γ-submodule which is pure as a Z-submodule1. We will call

1Recall that a Z-submodule N of a module M is pure if and only if the quotient M/N is
torsion-free.



52 CHAPTER 3. ESSENTIAL DIMENSION OF ALGEBRAIC GROUPS

a representation pure irreducible if it has no nontrivial pure subrepresenta-
tions.2

The maps R 7→ R⊗ZQ and S 7→ S ∩M give a correspondence between pure
subrepresentation of M and subrepresentation over Q of M ⊗Z Q. It is easy
to check that this is a bijective correspondence and that sends pure irreducible
representations in irreducible representations.

Lemma 3.26. Let q = pr be a prime power and consider the regular represen-
tation R of Z/q×. Let ε : R → Z/q be the canonical augmentation map (which
sends el to l). Then there is an unique minimal pure subrepresentation S ⊆ R
with the property that ε(S) = Z/q. Moreover S has Z-rank ϕ(p− 1)pr−1.

Proof. We will first treat the case in which p is an odd prime. Then Z/q× is a
cyclic group of order ϕ(q). If we make a choice of a generator l we can identify
its group algebra with the commutative ring

Z[T ]/(Tϕ(q) − 1)

Then the augmentation map ε is simply the map of rings that sends T to l.
Now observe that the pure subrepresentations are in bijective correspondance
with the ideals of the ring

Q[T ]/(Tϕ(q) − 1)

which are principal and generated by P (T ) where P (T ) | Tϕ(q)−1. If we choose
the P to be monic polynomials the Gauss lemma ensures that they generate also
the corresponding pure subrepresentations over Z. Now recall that in Z/p we

have Φphd(T ) = (Φd(T ))ϕ(ph) where the Φ are cyclotomic polynomial and p 6| d.
So we have that Φd(l) ∈ Z/q× if and only if d is of the form ph(p−1). So it is

easy to see that the minimal pure subrepresentation such that the augmentation
map is surjective is that generated by the product of Φdph where d | p − 1 but
d 6= p− 1 and 0 ≤ h ≤ p− 1. That subrepresentation is isomorphic to

Z[T ]/(

p−1∏
h=0

Φ(p−1)ph)

and so has rank

r−1∑
h=0

ϕ((p− 1)ph) = ϕ(p− 1)

(
1 + (p− 1)

r−1∑
h=1

ph−1

)
= ϕ(p− 1)pr−1 .

To do the case p = 2 it is sufficient to note that there is no proper pure
subrepresentation such that ε is surjective. In fact note that the ring algebra is

Z[T, S]/(T 2n−2

− 1, S2 − 1)

2We note here that in most texts in integral representation theory the adjective “pure” is
dropped.
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Then every subrepresentation of lesser rank is composed of zerodivisors of the
ring algebra. From elementary commutative algebra we see that zerodivisors
are all contained in ideals of the form

(Φ2h(T ), S ± 1) .

By the prime avoidance principle then our subrepresentation is contained in one
ideal of this form. But now it is a simple check that ε is not surjective when
restricted to any of them (in particular it can’t have odd values).

Now we can prove the main theorem of this section.

Theorem 3.27. Let G a twisted form of µnpr over a field k. Then

edkG ≤ ϕ(p− 1)pn(r−1) p
n − 1

p− 1

Proof. The character module of G is Λ = (Z/pr)n with an action of Γk. We
want to find a linear GLn(Z/pr)-invariant submodule of ZΛ which suriects on
to Λ. First of all we note that the set X = Λ r pΛ is the only orbit for the
action of GLn(Z/pr) which generates Λ as a module. So surely we can restrict
our attention to ZX . We observe that #X = prn − pn(r−1)

Consider now the action of (Z/pr)× on Λ via scalar matrix multiplication.
This decomposes X in orbits of cardinality p− 1, corresponding to elements of
Pn−1(Z/pr), since the action is free. So this gives a decomposition of ZX as a
(Z/pr)×-module:

ZΛ = Z⊕
⊕

a∈Pn−1(Z/pr)

Za

Note that for each a ∈ Pn−1(Z/pr) the (Z/pr)×-representation Za is regular
(since the actio on a is freely transitive).

Now for each a ∈ Pn−1(Z/pr) we can takeRa the only pure subrepresentation
of Za whose existence is granted by the previous lemma and take

R =
⊕

a∈Pn−1(Z/pr)

Ra

I claim that R is a GLn(Z/pr) pure subrepresentation which surjects onto Λ.
That surjects is trivial, since each Ra surjects onto Z/p · a. Moreover if g ∈
GLn(Z/pr) we have that g is an isomorphism between Za and Zga, so it must
be an isomorphism betweem Ra and Rga (since they are the only pure irreducible
subrepresentations which surjects onto the corresponding Z/pr ·a). So gR = R.

At last we note that rkR = #Pn−1(Z/pr) · rkRa = ϕ(p − 1)pn(r−1) p
n−1
p−1 .

Now since R is GLn(Z/pr)-invariant is also clearly Γk-invariant and the thesis
follows from theorem 3.25.
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Remark 3.28. Note that our bound is very poor in the case of (Z/pr)n. In fact,
since the essential dimension of a product is less or equal the sum of essential
dimensions

edk (Z/pr)n ≤ n edk Z/pr ≤ nϕ(p− 1)pr−1 < ϕ(p− 1)pn(r−1) p
n − 1

p− 1
.
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ricorderò tutti.

Grazie a tutti i miei parenti, che mi hanno sempre fatto sentire vicino. Grazie
per il supporto e la presenza.

Grazie a mia mamma, che mi ha aspettato a casa ogni volta che tornavo.
Grazie per i meravigliosi pranzi e cene che mi hai preparato quando arrivavo
tardi alla sera affamato e stanco. Grazie per aver avuto cura di tutte le cose che
bisognava fare, dalla burocrazia al prato. Grazie per essere stata cos̀ı forte nei
momenti difficili che ci sono stati, sempre senza mai lamentarti.

Grazie ad Alessio che mi ha sempre tirato su. Grazie per la tua musica e la
tua passione. Grazie per la tua volontà di provare cose sempre nuove e per la
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